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Range limited adaptive brightness preserving
multi-threshold histogram equalization algorithm
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Abstract; In recent years, many histogram equalization algorithms have been proposed for the consumer elec-
tronics field. However, many of these algorithms are hard to realize. Even, for example, some algorithms may
cause an effect on brightness saturation. Therefore, a range limited adaptive brightness preserving multi —
threshold histogram equalization( RLAMHE ) algorithm is presented in this paper. First, the input image is
smoothed appropriately to obtain the number of its histogram peak points (N +1). Then the Otsu algorithm is
extended by the N-threshold, and N segmentation thresholds of the image are obtained in this way, so that the
image is segmented according to this threshold. In order to maximize the brightness of the input image, a range
of the equalized image is recalculated according to the minimum Absolute Mean Brightness Error( AMBE) cri-
terion of the input and the output image. Finally, all sub-images are equalized separately using the new equal-
ization range. Test results show that the proposed algorithm is more efficient than other algorithms and can ob-
tain sharper image details. Meanwhile, the overall brightness of the image is also ideal. Using this algorithm to
process Lena graphs, the absolute mean luminance error is 0. 416 4, which is obviously better than that ob-
tained using RLBHE algorithm (0. 629 5).
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1 Introduction

Global Histogram Equalization( GHE) is a pop-
ular technique to enhance the global contrast of ima-
ges, since it is computationally fast and simple to
implement''’. Based on flattening the histogram and
stretching the dynamic range of the gray levels by u-
sing the Cumulative Density Function (CDF) of im-
age, GHE technique tends to homogenize the distri-
bution of pixels in the image, expand the dynamic
range of the original image, and improve the specific
high contrast of the image. Despite its success for
image contrast enhancement, this technique has a
recognized drawback that it does not preserve the
brightness of the input image on the output one.
However, it will also lead to, such as over-enhance-
ment, increasing the contrast of background noise,
bluring the image details and reducing the contrast of

useful signals'®’.

It makes the use of GHE unsuita-
ble for image contrast enhancement on consumer e-
lectronics such as camcorder, where preserving the
input brightness is essential to avoid the generation
of non-existing artifacts in the output image.

To overcome such drawback, many scholars
proposed various effective Mean Brightness Preser-
ving Histogram Equalization Methods ( MBPHE ).
Kim first presented Brightness preserving Bi-Histo-
gram Equalization ( BBHE ) 31 which divided the
histogram into two parts with the input mean bright-
ness and equalized the two sub histograms independ-
ently. Then, Equal Area Dualistic Sub-Image Histo-
gram Equalization( DSIHE) used the median intensi-
ty value as the separating point, and claimed that it
is better than BBHE in terms of preservation of

brightness and average information content of an im-

doi;10.3788/C0.20171006. 0726

age'*’. Chen et al. introduced Minimum Mean
Brightness Error Bi-Histogram Equalization ( MMBE-
BHE) for preserving the mean brightness “ optimal-
ly” ' Sim et al. presented Recursive Mean-Sepa-
rate Histogram Equalization ( RSIHE) "®/. This algo-
rithm performed the division of histogram based on
median value of brightness instead of mean bright-
ness. Zuo et al. presented Range Limited Bi-Histo-
gram Equalization( RLBHE) 7 ete. RLBHE divid-
ed the input image histogram into two parts based on
the Otsu’s method. Xiu et al. presented saliency
histogram, which increased the amount of calcula-
tion a lot"”’. Methods such as the retinex method for
the image enhancement and the adaptive image en-
hancement based on NSCT coefficient histogram
matching are really extremely time-consuming """’ .
Histogram of oriented gradient mentioned by Xiao et
al. did behave well, but still too redundant for the

121 Cao et al. raised a method of

real time system
image enhancement using clustering and histogram
equalization, but the method of image segmentation
Modified Contrast
Limited Adaptive Histogram Equalization method

made the system more complicated' """’

is much more complicated'"’.

However, these above discussed algorithms can
preserve the mean brightness only to a certain ex-
tent. And they might generate images that do not
look as natural as the input ones, which is unaccept-

able for consumer electronics products'®’.

Further-
more, the most basic requirement of MBPHE to pre-
serve the original mean brightness is that the input
histogram has a quasi-symmetrical distribution a-

"*) But most of the input

round its separating point
histogram do not have this property, which leads to
the failure of MBPHE in preserving the mean inten-

sity in real applications.
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In order to enhance contrast, preserve bright-
ness and produce natural looking images, we put for-
ward a new adaptive N-thresholds histogram equali-
zation algorithm called Range Limited Adaptive
Multi-Histogram Equalization ( RLAMHE ). First of
all, we search the peaks number (N + 1) in the
Extended N-
threshold Otsu’s method is used to obtain N-thresh-

smoothed histogram of the image.

old of the image. Then, the range of the equalized
image is limited to guarantee that the mean bright-
ness of the output image is almost consistent with the
mean brightness of the input image. In this paper,
GHE and RLBHE methods and their mathematical
formula are reviewed in section 2 and 3. Section 4
contributes to the RLAMHE method. Section 5 lists
a few experimental results to illustrate the perform-
ance of RLAMHE. Section 6 comes the conclusion

of this paper.
2 Global Histogram Equalization

Let’s suppose that f(i,j) =I={I(i,j)} stands
for a digital image ,where I(i,j) represents the gray
level of the pixel at (i, j). n denotes the total num-
ber of the image pixels, and the image intensity is
digitized and divided into L levels as {1,,1,,1,,- ",
I, _,}. Soit is obvious that VI(i,j) e {1,,1,,1,,
=--,I, _, . Suppose n, stands for the total number of
pixels with the gray level of I, in the image, then the
Probability Density Function (PDF) p(1I,) can be

written as follow:
ny

p(]k) :7,(k:0,152",L_1> (1)
n

Based on the image’s PDF, its Cumulative Dis-
tribution Function( CDF) is defined as:
k k n
c(lk) = ZP([L) = 7}79
i=0 izo 1
(k :0’1’25“"L_1>‘ (2)
It is easy to know that ¢(I,_,) =1. The trans-
form function T'(I) can be defined below based on

the CDF .
T(I) = Iy + ([l,—l _]o)C(D , (3)

Here T'(I) is a linear function of /.
Then the output image of the GHE, O = { 0(i,
7) | can be written as follow .
O =T() = {TUG )| {1,010, 1)}.
(4)
Suppose that [ is a continuous random variable ,
i.e., L =0 , then the output image O is also regar-
ded as a continuous random. It is obvious that the
PDF of the output gray level of O follows a uniform
distribution because T'(I) is a linear function, i. e. ,
the density function of the output image would be
distributed over the whole range. The mean bright-

ness of the output image can be expressed as:

- - = (5)

where E (O) stands for a statistical expectation.
Since E(0) is a constant that is irrelative to the
brightness of the input image, the GHE algorithm
does not take the mean brightness of the input image
into consideration. The GHE algorithm cannot be
applied into the electronics such as the digital cam-

era due to the brightness change of the input image.

3 Range Limited Bi-Histogram Equal-

ization

RLBHE algorithm is formally defined by the fol-
lowing procedures
3.1 Choosing a proper threshold using Otsu’s
method for histogram separation
Otsu’s method is used to automatically separate
the image into two parts, including the target region
and the background. The algorithm assumes that the
image to be thresholded contains two classes of pix-
els(e. g., foreground and background ), then the
optimum threshold is calculated to separate those two
classes so that their intra-class variance is maxi-
mum.
o’ (Xp) = W E(X,) —E(X)]” +
W LE(X,) - E(X)]?, (6)
where E(X,) and E(X,) stand for the mean bright-
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ness of the two sub-images thresholded by X, re-
spectively. E (X) is the mean brightness of the
whole image. W, and W stand for the fractions to

indicate the numbers of two classes of pixels of the

whole :
W, = "L (7)
n
W, =" (8)
n

3.2 Determine the upper and the lower bounds
for histogram equalization
The mean brightness of the output image of bi-
histogram equalization using X, is as follow
E(Y) =E(YI X<sX)p(X<X;) +
E(YI X > X)p(X > X,) . 9)
The output image should keep the mean bright-
ness of the original image as much as possible;
E(Y) = E(X) =X, . (10)
To make Eq. (10) hold, the range of equalized
image is modified. Two variables X', | and X', are
used to replace the upper bound X | and the lower
bound X,,, where X; , and X are chosen to yield
minimum AMBE between the equalized image and
the original image.
3.3 Equalize each partition independently
Then what to do is to equalize each sub-histo-
gram independently. It is same with all bi-histogram
equalization methods except for the mapping range.
That is, the output image of RLBHE, Y, is finally
expressed as:

Y= {Y(ij)l =Y, UY, . (11)

4 Range Limited Adaptive Multipeak

Histogram Equalization

Refering to the RLBHE algorithm, the RLAM-
HE algorithm can be mainly divided into the follow-
ing steps;

(1) Searching the peaks number (N +1) in the
smoothed histogram of the image;

(2) Choosing N-threshold to separate the input

image;

(3) Determining the upper and the lower
bounds for histogram equalization ;

(4) Equalizing each partition independently;

Then in the following subsection, the details of
each step will be discussed.
4.1 Searching the peaks number (N +1) in the

smoothed histogram of the image

The histogram of an image will be consisted of
many peaks or modes. Each peak of histogram can-
not be easily detected since the probability of bright-
ness levels is fluctuated. The neighborhoods avera-
ging process is applied to smooth the histogram.
Nine consecutive probabilities of brightness levels
are averaged for the new probability of the central
brightness level. This new probability value of the
central brightness level k, defined as p, (I, ), can

be obtained by the following equation

1 9
?zp(rkdﬂ) ’
i=1

p.(r,) = for5<k<IL-4
p(rk)’
fork <5Sandk > L -4

(12)

This new probability p,([,) is used only in the
break point detection process. In order to obtain the
break point of each peak, the signs of the difference
between two successive probabilities in the smoothed
histogram are calculated. Each break point in the
smoothed histogram is detected when four successive
negative signs are followed by the appearance of
eight successive positive signs. That means, the
break point is detected only on the downward path of
probabilities. The histogram is composed of (N +1)
peaks, and the number of break points N must be
obtained.

Here we take the image Lena as an example.
As can be seen from Fig. 1 (b), the original histo-
gram is smoothed by Eq. (12). The number of
peaks in the histogram is significantly reduced, and

only the big ones are reserved, which can help to
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seek the number of (N +1) much easier.

(@

Fig. 1

4.2 Choosing N-threshold to separate the input

image

In RLBHE algorithm, using Otsu’s method to
choose a single threshold for histogram separation re-
quests that the density histogram of image has a ob-
vious bimodal characteristics. But in fact, the densi-
ty histogram of image always has more than two
peaks, i. e. , three or more. When dealing with such
multi-objective or complex background image, the
RLBHE algorithm cannot separate the image well
with only a single threshold. For example, the
smoothed histogram of Fig. 1 (a) has a obvious five
peaks characteristic. In this condition, more than
one thresholds are required to divide the image into
five parts.

Inspired by the single threshold Otsu’s method ,
we deduced the N-threshold Otsu’s method, then di-
vided the image into (N + 1) parts with the N-
thresholds 7, T,, T,, -

sumes that the image to be thresholded contains

, T'y. The algorithm as-

(N +1) classes of pixels.
Assumed that f(i,j) =1 =1{I(i,j)| stands for
a digital image ,where /(i,j) stands for the gray lev-
el of the pixel at (i,j). n denotes the total number
of the image pixels, and the image intensity is digi-
tized and divided into L levels as {[I,,1,,1,, -,
I, ,}. So it is obvious that Y I(i,j) e {1,,I,,I,,
-,I,_,} . Using the N-threshold T\, T,, - , Ty,

obviously, T, < Ty <+ <Tye {1,,I, 1,1, 1|,

(b) Original histogram
3000
2000
1000
0
0 50 100 150 200 250
Gray level
Smoothed histogram
3000
2000
=
1000
0 50 100 150 200 250
Gray level

(a) Original image of Lena. (b)Comparison of the original histogram and the smoothed one of Fig. 1(a)

the input image I can be decomposed into (N +1)
sub-images I, , Ir,, I, -

=1, UL, Ul U Ul,,,

’ ]TN+1 as

(13)

where
Ly = {1(i, ) 1 I(i,)) <T,, VI(i,j) e Ii
(14)
Ly, = {1, ) 1 T, <I(i,j) <T,,
VIi(i,j) eI}, (15)
and
Ly = G VGG > Ty, VI e 1},
(16)

Then, the PDF of the sub-images I, , I, I,

-, Iy, can be written as follows:

n
pT1<Ik) = ;k9 (k =O’1,2’.”’T1) ’ (17)

n
PTZ(]k) = ;k’ (k = Tl +1’T1 +29.“’T2) ’

(18)

n
pTN+1(Ik> = f)

(k=Ty+1,Ty+2,--,L-1), (19)
where, n, stands for the total number of pixels with
the gray level of I, in I, , I,,, I}, -+, I} ,,, and
n is the total number of pixels in /. Then the CDF
for Iy, Ip,, Ip,, -

s Iy, ., can be defined as
;

CT](Ik) = Z)pT](Ij)y (k = 091’27.“7T1) ’
i=

(20)
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k )’
CTZ([Ic> = ZpT2<[j)’ CTWH(]I;) = ZPTWH(II')’
=0 =0
(k:T1+1’T1+2’“'9T2) ’ (21) (k=T5V+19TN+2’“'9L_1) ’ (22)
Thus, the transform function can be defined as
fTI(Ik) =1, + (T, _]o)cT,(lk), (k=0,1,2,---,T) , (23)
So,(I,) =T, + 1+ [T, = (T, +1)Je,, (1), (k=T +1,T, +2,---,T,) , (24)
Jryn (L) =Ty +1 + [ = (Ty + 1)JCTN+1<[I(> y (h=Ty+1,Ty+2,,L-1). (25)
then the adaptive thresholds for dividing those (N + variance is maximum ;
1) classes were calculated so that their inter-class
g(T]sT25'“’TN) - ()<11£AI;<M3X I_l%pTl[E(]ﬁ) _E(l>12 : +pTﬂ+l[E(]TV+I) _E(])]z} )
(26)

where T, T,, --- ,Ty is the N-threshold, p; , p;,,

**, Pry.1 stand for the PDF of the sub-images /;, ,
E([T]),E([TZ)9 ’E([TN+1)
are defined as the mean brightness of the (N +1)
,Tyv. E(I) is the

mean brightness of the whole image.

[T29 T, ITN+1'
sub-images divided by T,, T,, -

the

Otsu’s method requests that the mean of the sub-im-

In order to acquire the best segmentation,

ages divided by the threshold should be far away
from the center of the image. And the gray mean of
the image is used to represent the target and the
background. In this paper, the average variance is
used instead of the mean of the image gray value be-

cause the average variance reflects the uniformity of

g(T,,T,,---,Ty) = ArgMax

0<T1<T2< c<Ty<

[PT] (O'Tl

where

o = iy S - B Par ) (28)

2 1 .
7

k) j=T+1

ECD pr, (L)

(29)

- E(I)] prwn ([,) >

Tt = CT\H(I )= Z

Ty+1

(30)

= S U-EMIp) L 6D

0_2)2

the image gray scale distribution. The image gray
scale distribution within the target and the back-
ground area is homogeneous, but the gray scale of
the boundary and the surrounding pixels changes
heavily. Thus, the average variance can be regarded
as a reflection of the gray mutation between the
boundary and the surrounding pixels. If the average
variance of certain sub-image is close to that of the
whole image, that is likely to divide the whole
boundary and the surrounding pixels into this part,
which means the wrong segmentation. According to
the analysis above, it is reasonable to use the aver-
age variance instead of the mean of the image in Ot-

su’s method. Thus Eq. (26) can be written as

+pT2(0'32 —o’)t + +PTV+1(0'2TN+1 -a")’],
(27)
p(L) =25 (h=0,12,,L-1),(32)

n

According to Eq. (27),

tively searches for the thresholds that maximize the

the algorithm exhaus-

inter-class variance.

Fig.2(b) and 2(c) show the separation result
of Fig.2(a) using the single threshold Otsu’s meth-
od. And the location of T is shown in Fig.2(d).

Fig. 4(b), 4(c),4(d), 4(e) and 4(f) show
the separation result of Fig. 1 (a) using the N-
thresholds Otsu’s method. And the location of T,
T,, -, T, is shown in Fig. 3(b).
that the N-threshold Otsu’s method yields a more

It can be seen
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reasonable result than the single threshold Otsu’s

method.

(d)
3000

2000

1000

0
0 50 100 150 200 250

Fig.2 (a)Original image of Lena. (b), (c)Separation results using the single threshold Otsu’s method. (d) Location of
threshold using the single threshold Otsu’s method
@) (®) 3000 e
—_— T2
T3
—_— T4
2000 [
N
1000 //\\\
0 50 100 150 200 250
Gray level
Fig.3 (a)Original image of Lena. (b)Location of thresholds using the N-threshold Otsu’s method
@} ()
(d ©
Fig.4 (‘a)Original image of Lena . (b) ~ (f)Separation results using the N-threshold Otsu’s method
4.3 Determining the upper and the lower searched by the N-threshold Otsu’s method can di-

bounds for histogram equalization
In the application such as the mobile camera,
the preservation of the mean brightness is always of
Even the thresholds

high requirement. though

vide the input image effectively, but the mean
brightness cannot be kept intact. Thus, the new up-
per and the lower bounds for histogram equalization

should be determined to improve the defect as well
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as possible. The mean brightness of the output image

is as follows

of multi-histogram equalization using T, T,, --- , Ty
E(O) =EOl I, <sI<T)p(l,<I<T)+EOIT +1 sI<T)p(T +1<I<T,) +-+
I, +T
E(OI Ty +1 <I<L-1)p(Ty+1<I<L-1) =—"—-—+ Zp(l)]+
T, +1+7, +1+T L T, +1+1,, *“
[ > p(1)] f[_zp(é)]- (33)
j=Ti+1 j=Ty+1

In order to keep the mean brightness of the o-
riginal image as much as possible, the mean of the

output image should meet the following equation;

EC0) =~ E(I) =1, = Z)ijuj) . (34)

where I and O denote the input and output image, 1,

stands for the mean of the input image.

Here, let’s define
Ty
= > ), (35)
70

> e, (36)

j=Ti+1
111
ava = 2, p(L) (37)
j=Ty+l
Thus, it is obvious that
11
Ay = Zp(lj)zl_al_az_a—"'—aN,
j=Ty+1

(38)
By substituting Eq. (33), (35), (36), (37)

into Eq. (34), we get

I, + T, T, +1 + T,
St 3 a, + - +
T, +1+1,_
%awn ~1, (39)
As can be seen from Eq. (39), T,, T,, -+ ,

Ty can be got by the N-threshold Otsu’s method,

andal = Zp(l> a, = z P(I) s Ayyp =

j=T1+1
I1-1

Z p(1;) and I, can be easily got from the input

j=Ty+1
image because they are irrelativant to the output im-
age, but related to the input image only. Thus, the
new lower bound /; and the upper bound /] _, are
needed to substitute for the I, and I, _; to make Eq.
(34) hold. Here we define that 0<I{<T, and T,
<[, <L -1. I; and I;_, should ensure that the

AMBE is minimum between the output image and

the input image ;

(I-;,15) = ArgMin{l E(0) - E(])) || =

ArgMin | %[[6 +T))a, + (T, +1 +T,))a, +

ArgMin | %[allé +ay, I

In Eq. (40) , s ayirs Iy T,

since @, , a,, ***

- ,Tyand I can be calculated beforehand, so we

d=2I,-(a, +a,)T, — (a, +a;)T, — -+

Thus Eq. (40) can be written as

(II 1,[(,)) = ArgMin[(”ll(’) + as\“+11;4-1 - d)z} ,S. t-{

As can be seen from Eq. (41), it is a simple

=21 +(a, +a,)T, + (a, +a3)T, + -

c+ (Ty + L+ 1 ay, -21,]1 =

m

+(ay +ay, )Ty +(1 —a,) ]|

(40)
define that
- (ay +ay, )Ty - (1 —a,) . (41)
0y <T,
. (42)
r.<1I,,<L-1

quadric optimization problem with a unique solution.
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Thus, the solution /', and I’ _, ensure that the AM-

BE is minimum between the output image and the

input image so that the brightness of the input image

can be kept as much as possible.

4.4 Equalizing each partition independently
The final step in RLAMHE is to equalize each

sub-images independently. It is all the same with
any bi-histogram equalization methods except for the
new range I and I;_,. The transform functions Eq.
(23), (24) and (25) using I, and I, , instead of

I, and I, | can be expressed as follows:

S (L) =1, + (T) =1g)eq (1), (B =0,1,2,--T)) , (43)
Sr,(L) =T, +1+ [T, - (T, + 1>:|CT2<Ik)’ (k=T +1,T, +2,---,T,) , (44)
fTN+1(Ik) =Ty +1+ [12-1 - (Ty + 1)}CTN+1(]IE), (k=Ty+1,Ty+2,,L-1). (45)

Based on the above three transform functions,

we equalized the sub-images independently and fi-

nally the output image of RLAMHE is composed of

the results of the equalized sub-images.

Thus, the output image O is as follows:

0=0,U0,U... UO,,,, (46)
where
OTI :le([k) = %ﬂil(%])] I, < [(i’j) = ITI,VI(i’j) € I} ’ (47)
0T2 :fT2<Ik) = %f[“h])l | [Tl < 1(i,)) slrz, VI(i,j) e It (48)
OTN+1 =fTN+l(Ik) = {fAI1Gi,j) ] ITW <I(ij) <L-1,YI(i,j) eI} . (49)

5 Results and discussion

Besides the RLAMHE, this paper also realized
the GHE and RLBHE algorithms as references.
Wide varieties of standard images ranging from under
exposed to over exposed low contrast to high con-
trast, dark background to bright background, are
chosen to test the robustness and versatility of the
RLAMHE method. Here we present an analysis of 3
images including Lena, House and Arplane U2.
These results from Fig. 5 — Fig. 7 show the superiori-
ty of RLAMHE in all the images in terms of contrast
enhancement and control on over enhancement.

The test image Lena( Fig. 5) is a typical exam-
ple that shows the white saturation effect, which of-
ten results from GHE methods. The result of RLAM-
HE shows more details and the contrast of the face
and the shoulder is significantly improved than that
of RLBHE. The RLAMHE method generates better
enhancement around the hat than the RLBHE meth-

(b)

Fig.5 (a)Original image of Lena. (b) Result of GHE.
(¢) Result of RLBHE. (d) Result of RLAMHE

od did, while being natural looking.
The concrete results in terms of contrast en-
hancement can be clearly observed in Fig. 6. It is

easy to see that the tower and the sky are over en-

hanced by GHE. The windows of the house and the
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(©) (d

Fig.6  (a) Original image of House. ( b) Result of
GHE. (c¢) Result of RLBHE. (d) Result of
RLAMHE

(© (d

Fig. 7 (a)Original image of Airplane U2. (b) Result of
GHE. (c¢) Result of RLBHE. (d) Result of
RLAMHE

tower are obscured by RLBHE. However, RLAMHE
provides control on over enhancement leading to a
good appearance. Observing the house and the tower
in the image, we can perceive contrast enhance-
ment. The front edge of the tower and the squares of
the house shown in the blue rectangle can be seen
clearly. By observing the processed images, it is no-

ticeable that our proposed method is the only one a-

mong the other methods that can produce natural loo-
king images.

It is obvious that the result of GHE in the test
image Airplane U2 ( Fig. 7) changes the intensity
values abruptly, and therefore, tends to produce lev-
el saturation effect. RLBHE loses many details of
the wing and the brightness is not kept well. The re-
sult of RLAMHE shows that the mean brightness is
preserved well and the detail of the wing is also well
enhanced.

After visually observing some processed ima-
ges, we can conclude that; (1) The RLAMHE
method produces images with better quality than the
other methods; (2 ) It also presents satisfactory
brightness preserving and natural looking images.

Tab. 1 shows the AMBE for the three algorithms
mentioned above. From Tab. 1, we can see that the
resulting AMBE for RLAMHE of Lena is 0.414 6,
which is much better than the resulting AMBE for
RLBHE(0.629 5).

Tab.1 The resulting AMBE for GHE,
RLBHE and RLAMHE

GHE RLBHE RLAMHE

Lena 3.250 1 0.629 5 0.414 6
House 70.008 8 7.116 6 2.954 2
AirplaneU2 94.997 9 5.963 2 1.339 8

6 Conclusion

In this paper, the range limited adaptive multi-
threshold histogram equalization ( RLAMHE ) algo-
rithm with brightnes preserving is presented. We
tested the proposed RLAMHE algorithm on an real
time video processing system. The experimental re-
sults show that the proposed RLAMHE is able to a-
chieve visually pleasant enhancement effects. The o-
ver-enhancement and level saturation artifacts are ef-
fectively avoided. Compared with many other GHE-
based enhancement methods, images enhanced using

the RLAMHE method show well enhanced contrast
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and little artifacts, while being natural looking. In simple and suitable for processor-based implementa-

addition, the RLAMHE method is computationally tion.
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